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ABSTRACT 

This research considers the problem of finding the jo in t ly  

optimum set of transmitted waveforms and receiver structure which 

minimize average probabili ty of error,  where e r rors  are  due t o  addi- 

t ive  noise and intersymbol interference. 

are  assumed t o  be known and time-invariant. 

The channel character is t ics  

The approach used here d i f fe rs  from other investigations of the 

jo in t  problem i n  that: 

c lass  and ( 2 )  the  performance cr i ter ion i s  minimum average probabili ty 

of error.  The memoryless, non-linear bayes receiver structure fo r  M 

bauds of pulse overlap i s  developed. 

i s  a l so  formulated. 

baud overlap (M = 1) i n  order t o  evaluate the probabili ty of error.  

An equivalent c r i t e r ion  t o  minimum average probabili ty of e r ror  i s  

derived fo r  signal design from the e r ro r  curves. 

(1) maximize energy transferred through the channel while (2)  constraining 

the cross-correlation energy between the head and t a i l  of the channel out- 

put signal. 

eigenfunction corresponding t o  the maximum eigenvalue of a symmetric 

in tegra l  operator. 

(1) the receiver i s  not r e s t r i c t ed  t o  the l inear  

The average probabili ty of e r ror  

Then the channel memory i s  r e s t r i c t ed  t o  adjacent- 

This c r i t e r ion  is: 

The optimum signal for  an a rb i t ra ry  channel is given as the 

A numerical algorithm i s  given which was used t o  solve the integral  

equation fo r  the opthum signal when supplied sampled values of an 
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I' experimental channel impulse response. 

effect ively demonstrated with experimental telephone channel data. 

This procedure was most 

Experimental, optimum input-output waveforms are  shown fo r  an 

experimentally simulated second-order channel, Computed, optimum 

input-output waveforms are shown f o r  experimental telephone channel 

data. 

The jo in t ly  opthum transmitter and receiver performance is 

given for :  (1) an analyt ic  f i rs t -order  channel, (2)  an experimentally 

simulated second-order channel and (3) data representing an experimental 

telephone channel with quadratic delay. 

optimum system fo r  prac t ica l  channels, such as the telephone channel, 

is  shown t o  achieve ultimate performance. 

energy is transferred by the optimum signal while the receiver elimi- 

nates the e f f ec t  of intersymbol interference. 

The performance of the jo in t ly  

That is, maximum 
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CHAPTER I 

INTRODUCTION 

1,1 The Problem 

This research i s  concerned with the problem of finding the 

jo in t ly  optimum se t  of transmitted waveforms and receiver structure 

which minimize average probabili ty of error,  where e r rors  a re  due t o  

additive noise and intersymbol interference. The problem of inter-  

symbol interference or pulse overlap occurs whenever high-speed digi- 

tal  c m i c a t i o n s  a re  attempted over channels with memory. 

example where intersymbol interference plays a cost ly  role  i s  when d i g i t a l  

data i s  transmitted over telephone l i n e s  

with memory are multipath channels such as  ionospheric or tropospheric 

s ca t t e r  channels. Underwater sonar channels are  another case of m u l t i -  

path channels. 

One 

20 . Other examples of channels 

The problem of intersymbol interference on data channels has 
1 2 4 g-ll,13-16,25 received considerable a t tent ion i n  recent years ’ ’ ’ 

However, the approach used i n  t h i s  research d i f f e r s  frcm previous 

e f f o r t  i n  tha t  minimum probability of e r ror  is  used as the system 

performance c r i te r ion  and the receiver i s  not res t r ic ted  t o  the l inear  

c lass .  

In this research, the channel inrpnlse response is assumed t o  be 

known and time-invariant. For most prac t ica l  channels, a re l iab le  
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measurement representing 

t o  obtain since noise i s  

the current impulse response would be d i f f i c u l t  

always present a t  the receiver input. Rather 

than expend more. energy i n  the sounding signal t o  make a re l iab le  measure- 

ment, a more prac t ica l  approach might be t o  employ estimation theory t o  

determine the present impulse response given the current signall ing 

waveform set .  

assumption that  the channel i s  known and time-invariant has been con- 

sidered by other investigators t o  be non-tractable 

employing t h i s  assumption i s  ju s t i f i ed  especially since results obtained 

for  t h i s  case w i l l  provide a "best performance bound" for  the case 

where the channel i s  not known and only an estimate of the impulse 

response i s  available. 

1 . 2  Literature Survey 

The problem investigated i n  th i s  research under the 

Consequently, 

Previous research on the problem of intersymbol interference can 

be catagorized as  taking one of the following approaches: 

Design t o  eliminate intersymbol interference o r  minimize i t s  effect ,  

(2 )  Receiver Design t o  reduce the e f fec t  of intersymbol interference 

and (3) Joint Transmitter and Linear Receiver Design t o  reduce the 

e f fec t  of intersymbol interference. Most of t h i s  research was res t r ic ted  

t o  Linear Receiver Design since establishing the analytic performance of 

non-linear receivers i s  usually very complicated, i f  not nsn-tractable. 

Following the Signal Design approach, a recent report  by Hancock 

(1) Signal 

and Schwarzlander' showed that signals could be obtained which maximize 

energy transferred out of the c lass  which completely eliminates in te r -  

symbol interference. 

could be attained by permitting the received signals t o  overlap and then 

However, they a l so  showed that a lower e r ro r  r a t e  
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basing the decision only on t h a t  portion which does not overlap with 

the subsequent signal. This points out the f a c t  t ha t  although signals 

can be found which eliminate pulse 

the energy transferred through the 

e r ro r  rate t o  increase fo r  a f ixed  

overlap at  the receiver, i n  so doing 

channel is reduced, causing the 

noise power. Gerst and Diamond 2 

first showed tha t  intersymbol interference can be completely eliminated 

by signal design for  the class  of lumped, l inear ,  time-invariant networks. 

Chalk derived an optimum pulse shape fo r  minimizing adjacent channel 

interference and simultaneously maximizing energy transferred through the 

channel. "he research on signal design presented i n  t h i s  report differs 

from references 4 through 7 and reference 12  since the optimization cri- 

ter ion used here was minimum probability of e r ror  for systems with inter-  

symbol interference. 

3 

8 From the Receiver Design approach, Helstrom proposed a non-linear 

bayes receiver for M bauds of intersymbol interference. However, h i s  

model was not suff ic ient ly  general t o  account for  interference from 

pr io r  transmissions and evaluation of the receiver performance was con- 

sidered non-tractable. Hancock and Aein considered using a l inear  

correlation receiver with memory which employed pr ior  decisions and 

improved performance. 

memory f o r  the case of adjacent baud overlap. 

specif'y the probabili ty of e r ro r  but bounds were attained. 

Changll proposed an unsupervised learning receiver structure for channels 

with intersymbol interference and unknown received signal waveforms. 

Theoretical probabili ty of e r ro r  was not given for  the intersymbol 

interference case. Only computer simulated r e su l t s  were shown. Aaron 

9 

Gonsalves and Loblo offered a receiver with 

However, they could not 

Hancock and 
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and Tufts 13'15 used both minimum average probabili ty 0f e r ro r  and 

minimum mean square e r ror  c r i t e r i a  t o  specify l inear ,  the- invar ian t  

receiving f i l t e r s  for  d i g i t a l  data transmission with intersymbol 

interference. For signal-to-noise r a t io s  of prac t ica l  in te res t ,  the 

optimum l inear  f i l t e r s  were found t o  be representable as matched f i l t e r s  

followed by tapped delay l ines .  

equalization scheme t o  reduce the d is tor t ion  caused by intersymbol 

interference. 

tap gains automatically adjusted by measurements made on t e s t  pulseso 

Two reports by Tufts14 and Smith'' which used the Joint Trans- 

Luckyz5, e t . a l , ,  devised an automatic 

This scheme was implemented by a tapped delay l i n e  w i t h  

mit ter  and Linear Receiver approach employed a minimum mean square 

e r ror  cr i ter ion on pulse amplitude modulation systems. These both 

d i f f e r  from t h i s  research i n  tha t  the receiver considered here i s  non- 

l inear  and the  performance c r i te r ion  i s  minimum average probabili ty of 

error .  

1.3 Approach and Contributions 

The approach used i n  t h i s  thes i s  t o  reduce the e f f ec t  of in te r -  

symbol interference i s  jo in t  transmitter and receiver designo 

the jo in t ly  opthum transmitter waveforms and receiver structure a re  

sought which w i l l  minimize average probabili ty of error .  

is assumed t o  be memoryless, but it is not r e s t r i c t ed  t o  the l i nea r  

class.  In  Chapter 11, the receiver is shown t o  be non-linear for  the 

general case. 

channels, adding memory t o  the receiver would not improve performance. 

However, adding memory t o  the non-linear receiver would be cer ta in  t o  

make the evaluation of probabili ty of e r ro r  non-tractableo 

mat is, 

The receiver 

The resu l t s  i n  Chapter V ver i fy  that f o r  prac t ica l  
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A n  ideal L - ~ L  o x h  to this problem would be t o  derive the bayes 

receiver structure fram the maximum likelihood ra t io .  Then the next 

step would be t o  derive an expression for  probabili ty of e r ror  involving 

transmitted signal parameters. 

t h i s  expression, the optimum signal would be sought which Bainilnizes 

probabili ty of error.  

By applying W i 8 t i O 1 d  techniques t o  

The actual approach used begins along the ideal  r a t e  by deriving 

the receiver structure fram the maximum likelihood r a t i o  fo r  a binary 

system with M bauds of overlap i n  Chapter 11. Average probabili ty of 

e r ro r  i s  formulated also, Then i n  Chapter 111, the pulse overlap is  

res t r ic ted  t o  adjacent bauds i n  order t o  laake the evaluation of proba- 

b i l i t y  of e r ror  tractable.  The f'unctional expression for  performance 

i s  numerically integrated, revealing the e f f ec t  of signal parameters. 

A c r i t e r ion  fo r  s i g n a l  design equivalent t o  minimizing probabili ty of 

error ,  i s  derived fram the family of curves representing performance. 

These curves show that the energy transferred through the channel should 

be maximized while simultaneouslyninhizing the head-tail cross-cor- 

re la t ion  of the received signal. In Chapter IV variational techniques 

a re  applied which yield the sptimtrm signal as an eigenf'unction corres- 

ponding t o  the maximum eigenvalue of a symmetric integral  operator. 

In  order t o  demonstrate the va l id i ty  of the approach used, a f i r s t -  

order channel i s  considered and the optimum s i g n a l  i s  solved f o r  analyti- 

cal ly .  Curves are  given showing re la t ive  improvement i n  performance by 

using the jo in t ly  optimum transmitter and receiver compared with a rec- 

tangular pulse and correlation receiver. 

given i n  Chapter V, 

Additional contributions are 

A numerical method is discussed there which solves 
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f o r  o p t h m  signals when given samrpled values of an experimental impulse 

response e A second-order channel is experimentally simulated, the opt- 

waveform i s  obtained numerically and then experimentally transmitted 

through the channel. 

channel. 

transferred and head-tail cross-correlation. Performance curves are  

given sharing tha t  the jo in t ly  optimum transmitter and receiver have a 

performance equal t o  tha t  of a system without intersymbol interference. 

A rectangular pulse is a lso  transmitted through th i s  

Both channel outputs are numerically processed t o  yield energy 

db more energy than the rectangular Also the opthum pulse t ransfers  1.61 

pulse. 

In order t o  demonstrate that t h  s numerical procedure is valid fo r  

more arbi t rary experimental channels than lumped parameter channels, 

experimental data for  a telephone channel was subjected t o  the numerical 

algorithm and the optimum transmitter waveform obtained, Performance 

curves again showed tha t  the jo in t ly  optimum transmitter and receiver 

perform as we= as a system without intersymbol interference. 

e f fec t  of intersymbol interference was completely elimfnated while the 

energy t ransfer  was increased from that of a rectangular pulse by 10 db, 

Thus the 
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CHAPTER I1 

GENERALIZED BAYES RE3ZIVER FOR CHANNELS 

W I T H  INTERSYMBOL INTERFERENCE 

2.1 Mathematical Model 

Consider the binary communication system sham i n  Figure 2-1. 
* 

One of two possible waveforms , {sl(t), s2(t)) ,  i s  transmitted over a 

specified channel having memory and impulse response h ( t ) .  Noise, n ( t ) ,  

Figure 2-1, Binary Ccmmmication System 

is added t o  the channel output, z ( t ) ,  yielding the receiver input x ( t ) .  

The receiver operates on the input, X, and then m a k e s  a hypothesis a t  

the  end of each observation interval,  Either hypothesis H1 i s  made, 

* 
Throughout this research upper case l e t t e r s  wll l  be used t o  denote 
matrices and e i t h e r  subscripted o r  superscripted lower case l e t t e r s  
w i l l  be used t o  denote matrix elements. 
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announcing S i s  present o r  H i s  made, announcing S i s  present. 1 2 2 

These hypotheses are t o  be made with minimum average probabili ty of 

error .  

Figure 2-2 shows a typical  pair of transmitted and received 

signal waveforms fo r  a channel having memory. The receiver observes 

Head 

Figure 2-2, Typical Transmitted and Received Signal Waveforms 

the t o t a l  received signal over [0, (M+l)TI6 The channel i n  Figure 2-2 

i s  said t o  have a memory of M bauds since the output signal i s  stretched 

by a factor of a t  most M times the duration of the input signal. That 

is, M i s  the smallest posit ive integer sat isfying the condition tha t  

z ( t )  has decayed t o  zero fsr t < - (M+l)T* 
The cr i te r ion  of o p t h a l i t y  used i n  jo in t ly  selecting the receiver 

structure and transmitted waveform is minimum average probabi l i ty  of 

error.  

Let a f i n i t e  se t  of orthonormal basis  f'unctions be chosen such 

that the time f'unctions z ( t )  and x ( t )  can be represented by column 

vectors of the ser ies  expansion coefficients.  The s e t  of basis functions 

i s  assumed t o  be chosen such t h a t  the difference between the value Of 
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i r i ne~ .  py-orl,u.cts i n  integral  form and vector form are a rb i t r a r i l y  small. 

The problem of selecting a f in i t e  s e t  of basis f b c t i o n s  t o  minimize a 

specified e r ror  i s  recognized as being a significant research area i n  

recent years end w i l l  not be discussed here. 

"he assumptions used i n  t h e  following research are listed as 

follows : 

1. The additive noise i s  zero-mean, stationary, gaussian with 

s t a t i s t i c a l l y  independent vector components such tha t  E = 0 and the 

covariance i s  @ = NoI.  N i s  the variance of each component and w i l l  

be cal led noise power. 
n 0 

2, The channel impulse response i s  real, time-invariant, specified 

and exhibits M bauds of memory. 

3. The signall ing rate i s  1/T such t h a t  the output pulses overlap 

yielding intersymbol interference 

4. The receiver i s  synchronized t o  the transmitter s ta r t ing  time. 

4. The receiver has zero-memory (uses only present data) w i t h  

observation period [0, (M+l)T] and has available the se t  of possible 

output signal waveforms due t o  a single pulse of e i ther  s,(t) or  s,(t) 

tranzmitted. 

Since the signall ing ra te  i s  1/T, the received signal waveforms, 

as shown i n  Figure 2-2, w i l l  have overlap. I n  each receiver observation 

time s lo t ,  EO, (M+l)T], there are 

(2 .1)  
2 M  r = 2  

possible combinations of received signal plus intersymbol interference 

waveforms on LO, ( M + ~ ) T J  due t o  s,(t) being sent on [O,T] and another 
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r combinations i f  s 2 ( t )  i s  sent on [O,T) making a t o t a l  of 2 r  possible 

waveforms plus noise tha t  can be observed i n  each observation s lot .  

The above mathematical model of the received signal waveforms plus 

noise can be described as a Markov source plus gaussian noise since the 

observation o f  the signal and intersymbol interference waveform during 

any one time s lo t  depends on past  and f'urture transmissions. 

2.2 Maximum Likelihood Ratio 

The bayes receiver structure can be interpreted d i rec t ly  from the 

maximum likelihood r a t i o  for  an a rb i t ra ry  channel with memory M, trans- 

mit ter  waveform s e t  ( s l ( t ) ,  s2 ( t ) )  and a p r i o r i  probabili ty s e t  [P1, P2)* 

If costs are s e t  equal, then th i s  receiver guarantees minimum probabili ty 

of error.  
* 

The likelihood r a t i o  can be expressed as 

Letting 

and applying bayes rule  t o  (2.2), the r a t i o  can be expanded in to  the 

form 
r 

j =1 

since specifying Si was sent i s  equivalent t o  specifying one of the 

r members of the receiving se t  [ Z  
i j  

) w a s  receivedo The t o t a l  received 

* 
Throughout t h i s  research p w i l l  be used t o  represent probabi l i ty  
density functions and P w i l l  denote probabili tyo 
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waveform of signal and intersymbol interference plus noise i s  expressed 

i n  vector form as 

X = Z. .+  N 
1J 

where Z 

interference observable on [ O ,  (M+l)T]. 

i s  one 01: ihe possible 2 r  received signals plus intersymbol 
i j  

Under the additive gaussian noise assumption, the conditional 

densi t ies  i n  (2.4) can be replaced by the multivariate gaussian density 

By substi tuting (2.4) into (2.3) and simplifying, the likelihood r a t i o  

can be expressed as 
r T -1 

@n Zlj 
=1 
r T -1 :It x(x) = 

on Zzj 

j =1 

where 

The P(Z 

coeff ic ients  are  given by the exponential i n  (2.7). 

assumption that the noise samples are s t a t i s t i c a l l y  independent, the 

noise covariance matrix @, reduces t o  

) are a p r i o r i  probabi l i t ies  and the "energy t o  noise" weighting 13 
Applying the 



1 2  

i . e . ,  the product of noise power and the ident i ty  matrix, 

(2,8) t o  (2,6), the likelihood r a t i o  reduces t o  the f i n a l  form of 

Applying 

where the threshold K i s  given by (2.2), r i s  given by (2 , l )  and c i j  

i s  given by (2,"). 

2 . 3  Receiver Structure 

The generalized bayes receiver structure can be interpreted 

d i r ec t ly  from the likelihood r a t i o  i n  (2.9). 

interpretat ion of (2.9) i n  receiver form. 

correlation receiver; however, fo r  special  cases16 of received signals it 

Figure 2-3 gives one 

This receiver i s  not a l i nea r  

w i l l  reduce t o  t h a t  form. Equation (2$9)  shows tha t  the receiver input 

on [0, (M+l)T], consisting of signal., intersymbol interference and noise, 

i s  cross-correlated with each of the 2 r  possible waveforms of signal 

plus intersymbol interference* Each of these correlator  outputs i s  

exponentiated (which introduces a non-linearity ) and weighted by a 

p r i o r i  probabili ty and "energy t o  noise" coeff ic ients ,  Those r weighted 

outputs pertaining t o  s ,( t)  being sent are summed. Similarly those r 

outputs pertaining t o  s ( t )  are summed. 

i s  compared t o  the threshold determined by the r a t i o  of the a p r i o r i  

probabi l i t ies  of s , ( t )  and s,(t). 

Then the r a t i o  of these sums 2 



1 3  

I 

/ c22 

c21 

p2 
p1 

<-  

Figure 2-3. Generalized -6 Receiver 



14 

2.4 Formulation of Probability of Error 

The average probabili ty of e r ror  fo r  the generalized bayes receiver 

above can be expressed as 

where K i s  the threshold and the s e t  of probabi l i t ies  (P1, P2) are  the 

a p r i o r i  probabi l i t ies  of the signal set {S1, S2) Equation (2,lO) can 

be expanded similarly t o  the expansion of the conditional densi t ies  i n  

the likelihood r a t i o  of Section 2.3, resul t ing i n  the expression 

( 2 a )  

where A w i l l  be ca l l ed  a conditional. likelihood r a t i o  implying tha t  

i s  given such tha t  
kt 

%L 

where 

(2.14) 

is a gaussian randam variable. From (2.9), (2 , l3 )  and (2,14) the condi- 

t iona l  likelihood r a t i o  can be expressed as 



I:, 

I 

j=1 

For convenience define 

, j = l , 2  ,..., r 
b = {I1J 
j 2 j  , j = r+l, r+2, ..., 2 r  

and the conditional random variables 

(2 ,16a)  

(2.16b) 

The se t  {wy}  of 2 r  random variables are jo in t ly  gaussian since (2.16) 

represents a l i nea r  operation on the gaussian noise. Employing (2.16) 

and (2.17) i n  (2.15), Aki becomes 

Now from (2.12) and (2.18) a typical tew can be expressed as 

j=l j=r+l 

(2.18) 

Assuming t ha t  the set {% of  received signals plus intersymbol s 
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interference are l inear ly  independent then the set of jo in t ly  gaussian 

variables [ w .  1 are l inear ly  independent and the j o i n t  density i s  of 

the form 

kA 
J 

(2.20) 

Fram (2.17) the means are 

(2.21a) 

(2,21b) j = r+l, r+2, 2 r  

- 
: ; incc N = 0, The covariance matrix and inverse w i l l  be denoted by 

where 

i , j  = 1, 2, o o o ,  r ( 2 . 2 3 4  

i , j  = r+l, r+2, o o o ,  2 r  (2.23b) 

i=l, 2, D ,  r ; j=r+l,r+2, ., 2 r  (2,23c) i‘ No zT li z 2 , j - r  

Now fram (2.19) and (2,20) the conditional probabili ty of e r ro r  i s  

(2.24) 
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where the regions of integration can be solved from (2.19) i n  terms of 

one of the variables as 

2 r  

-2  b 1 b j  

2r j=r+l 

(2.26) 

2r-1 

- -  C b j e  1 

j =r+l b2r 

Referring t o  (2.12), (2.20) and (2.25) the final form for  the 

average probabili ty of e r ror  for M bauds of pulse overlap is 

(2.28) 

Equation (2.28) shows that the probability of error is obtained From 

a sum of 2r  terms, each of which involves integration over a region of 

a 2r-dimensional space where the  boundary is specified by a transcen- 

dental  equation. 



CHAPTER I11 

BAYES RECEIVER FOR ADJACENT BAUD OVERLAP, 

EQUI-PROBABLE, BIPOLAR SIGNALS 

3.1 bkdmum Likelihood Ratio 

The general resu l t s  developed i n  Chapter I1 are applied t o  a 

special case of in te res t  i n  t h i s  chapter. 

of t h i s  research i s  t o  minimize average probabili ty of error,  the trans- 

mit ted signals were chosen t o  be equally-probable and bipolar, i .e.,  

Since the prime objective 

P1 = P 2 ’  s2 = -sl (3.1) 

The individual signals occurring i n  an a rb i t ra ry  sequence of trans- 

mitted signals are assumed t o  be s t s t i s t i c a l l y  independent events. In 

order t o  reduce the dimension of the spaces involved i n  the average 

probabili ty of error  of (2,28)  t o  one which might conceivably be 

numerically integrated, an additional assumption was placed on the 

channel, For the remaining research i n  t h i s  thesis ,  the memory of 

the channel i s  assumed t o  be M = 1, hence 

2M r = 2  

This condition yields 

pulses. In  t h i s  case 

transmitted on [0, T I .  

= 4  (3.2) 

adjacent baud overlap only, of received signal 

the receiver observes on [0,2T] for  signals 

The mBximum likelihood r a t i o  given by (2,9) reduces t o  
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4 = XAZlj 
NO 

c.13 e 
=1 h ( X )  = j 1 m  : 1  

where 

(3 .3)  

are the "energy t o  noise" weighting coefficients.  The a p r io r i  

probabi l i t ies  t h a t  were involved in (2.9) have cancelled each other i n  

the numerator and denominator of the r a t i o  since occurrence of the trans- 

mitted signals i s  assumed t o  be s t a t i s t i c a l l y  independent and e@- 

probable. 

3.2 Receiver Structure 

The receiver s t ructure  f o r  this special case i s  given by Figure 

2-3 where only  four upper branches pertaining t o  S1 are required and 

four lower branches pertaining t o  S2 = -S are required. In this case 1 

lj '  
Z can be replaced by -Z fo r  all j, K replaced by unity and c 

2 j  l j  
c replaced by a fo r  a l l  j. 

23 l j  

3 . 3  Formulation of Probability of Error 

For this case of only adjacent baud overlap, the number of possible 

received signal waveforms plus intersymbol interference on [0,2T] i s  

r = 4 when S1 is  sent on [O,T] and another four are possible when S2 is 

sent. The set of possible received signals plus intersymbol interference 

when S1 is  sent i s  ordered as f o l l m :  
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= z + z t + z ; ;  a 
zll 

= Z + Z t - 2 ; ;  a 

Z13 = z - z; - zf; 
z12 

Z i s  the single-shot output of the channel on [0,2T] when S1 i s  sent 

on [ o,T] . 
seconds corresponding t o  the t a i l  from a previous S, transmission. 

Z: i s  the t a i l  of a Z on [T,2T] shifted t o  the l e f t  by T 

I < is  the head of  a Z on [o,TJ shifted t o  the r ight  by 

responding t o  a future transmission of SlO When S2 i s  

se t  of four possible received signals plus intersymbol 

T seconds cor- 

sent, the other 

interfere  nee 

will be the negative of (3.5) due t o  a similar ordering of subscripts 

and the bipolar assumption. 

waveforms i n  (3.5) i s  l inear ly  dependent. 

by a l inear  canbination of the other three as  shown i n  (3.5d), 

Equation (3.5d) shows tha t  the s e t  of four 

Hence, Z14 w i l l  be replaced 

From (3.3) the conditional maximum likelihood r a t i o  can be 

expressed as 

r ki? 
wJ 

* 1  j =1 
r ki? O 

e 

wJ 

where 



2 1  

From (3.5d), wt’ can be replaced by a l inear  combination of the other 

three as 

Substituting (3.8) i n  (3.6), hk4 can be expanded as  

3 kL 

calj e + a14 e 
“j 

j=l 
’kA - 3 kl : 1  - 

kk kg k4 
1 - w3 -w + wz 

5 4  e 
+ 

(3.9) 

j 3 

Since the transmitted signals are  equi-probable and assumed t o  

be s t a t i s t i c a l l y  independent, then  the 2 ‘s will be equi-probable and 

the average probabili ty of e r ror  can be expressed as a special case of 

(2.12) as 

i d  

4 

However ,  from the equi-probable, bipolar character is t ics  of the trans- 

mitted signals, the two types of error  are equally l ikely.  

(3.10) w i l l  reduce t o  

Hence, 

4 

Frau (3.9), the probabi l i t ies  in (3.11) can be expressed as 

j =l 

1.4 14 14 ,p+ w l A -  14 w - w 2 + w  
w3 )<  0-4 3 - e  

+ (e 
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14 l A  Solving fo r  w l a  i n  terms of wl and w2 , (3.12) can be rewritten as  3 

where 

11 1 A  
"1 - w2 

A = a13 + a14 e (3.134 

Since the set  of variables wla wl,' wla are  jo in t ly  gaussian, the final.  1' 2 '  3 
form f o r  average probabili ty of e r ror  for  the adjacent baud overlap 

case can be expressed as 

* 
la la, wl' are  given by (3.7) and where w l a  i s  given by (3.13), w1 , w2 

3 3 

Equation (3.14) shows tha t  the probabili ty of e r ror  i s  obtained 

by an integration over a region of a 3-dimensional gaussian space where 

the boundary of  integration i s  described by a transcendental equation. 

Appendix A discusses a numerical method used t o  carry out the integration 

on the computer. 



3.4 Receiver Performance and Effect of Signal Parameters 

Figure 3-1 displays a comparison of the opt- bayes receiver 

performance f o r  several pertinent values of the magnitude of p. Signal- 

to-noise r a t i o  i s  defined as 

EO - =  
0 

N 

r2T z 2 ( t )  d t  

2 
U 

and the normalized head-tail  correlation is  defined by 

In 

f 'z(t)  z(t+T) dt 

P =  (3.17) 

i . e ,  , the r a t i o  of channel output energy (due t o  a single pulse i n )  t o  

the noise variance. 

the resul tse2 of numerically integrating (A. 14a). 

These curves of average probabili ty of e r ro r  are 

Probabili ty of 

e r ro r  did not change as '*a'' -- the normalized head energy -- was varied 

over three typical  values, a = 0.4, 0.5, Oe6. The performance f o r  

la rger  values of signal-to-noise r a t i o  was not evaluated because of 

simultaneous underflow and overflow occurring i n  the same arithmetic 

computer statement 

Curve number 1 -- the lowest c u m ,  i s  the performance of the 

17 optimum bayes receiver fo r  orthogonal head and t a i l  (~4). Quincy 

showed tha t  when the head and tail are orthogonal, the optimum receiver 

can be reduced t o  a l i nea r  correlation receiver. This curve also cor- 

responds t o  the performance of the optimum receiver and a standard 

correlat ion receiver when no intersymbol interference i s  present. 

Curve number 2 shows that performance of optimum receiver at 
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Opt. Rec. -- l p l  = 0.3 

Correlation Rec. (@t.  
threshold and observes on 
T sec interval) -- I p I  = 0.3, 
a = 0.694. - 

10-5 I I I I I I 

2 4 6 8 10 

Eo/No i n  db - 12 

Figure 3-1. Optimum Receiver Performance for Adjacent Baud 
Overlap and Equi-Probable, Bipolar Signals 
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Eo/N = 8db is  degraded by l e s s  than 0.1 db fo r  Ip 1 = 0.1, compared t o  

no intersymbol interference. Curves 3 and 4 show tha t  probabili ty of 

e r ror  increases monotonically f o r  increasing I p 1, 
channels considered i n  t h i s  research, signal design f o r  maximum energy 

For the specific 

transferred produced signals with l p l  < 0.3 and i n  some cases l p l  was 

l e s s  than 0.1. 

Curve number 5 -- the top curve of Figure 3-1, represents the per- 

formance of a standard correlation receiver with the threshold optimized 

fo r  intersymbol interference. 

given by 

The performance for this receiver i s  
26 

e e l2 du (3.18) 
- 

This receiver observes on [o,T] only over the head of the received sig- 

nal. 

was a = 0.694 and the normalized head-tail cross-correlation energy 

was I p I  = 0.3. 

l a t i o n  receiver i s  approximately 2.7 db worse than the opthm receiver, 

The percentage of received energy i n  the head f o r  t h i s  example, 

A t  Eo/N = 8db, the performance of the standard corre- 

i n  terms of signal-to-noise ratio.  This separation increases rapidly 

as any one o f t h e  follawing occurs: 

1. E /N increases. 

2. a decreases. 
0 0  

3. p increases. 



CilAPTER I V  

':,'!LVEFOIIMS i 4 i l C I i  M L N I M I Z I :  PROBABI1,LTY OF ERROR 

FOP, CHANNELS WITII INTERSYMBOL INTERFERENCE 

2 1  ._I O D t j i i i i  nit ion C r i t e r i o n  

Channels Kith tncmory of' M = J., i.e., ad jacen t  baud overlap, 

t(?ri.cn Cor ::clecl;ing t runsini t ted wavci'orms may be e x t r a c t e d  from 

equa l ly - l ike ly ,  b i p o l a r  (bu t  otherwise a r b i t r a r y )  ..;ignu.l:;< 

p r o b a b i l i t y  o f  e r r o r .  Since t h e  channel impulse response i s  given, 

m i t t e d  s ignal  by t h e  convolution i n t e g r a l .  The two recei.ved s ignal  

parameters appearing i n  t h e  performance curves of 3-1. are II: 

signal  encr6;:y out of t h c  channel and 1p1 - -  t h e  mugnititde of t h e  C T O A S -  

- -  the 
0 
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1 significant,  a reduction i n  Ip1 or increase i n  E . 
shared that the reduction i n  energy transferred through a channel 

caused by specifyin@; the output signal t o  be time-limited t o  the same 

base as the input signal (corresponds t o  a trivial case of orthogonal 

head and t a i l )  while maximizing energy transferred, actual ly  increases 

probabili ty of error.  

Schwarzlander 
0 

The optimization c r i te r ion  set  for th  from the preceding discussion 

t o  se lec t  transmitter s ignal  waveforms i s  the f o l l d n g :  

1. Constrain Eie 

2. 

3. Eaaximize Eo. 

Constrain p or equivalently Eht = p Eo. 

4.2 Formulation of Calculus of Variations Problem With Two Constraints 

The problem of selecting transmitted signal waveforms which are 

jo in t ly  optimum with the receiver s t ructure  can be formulated from the 

preceding section by selecting the signal which 

i.e., se lec t  the signal. which maximizes the channel output energy 

with the input energy constrained t o  E 

energy of the head and t a i l  constrained t o  Ehte 
described by (4.1) includes the problem of maximizing energy trans- 

ferred through a channel of arbi t rary memory, solved by Chalk , as a 

and the cross-correlation i 
The c lass  of problems 

3 

special case when A, = 0. 

A family of optimum signals can be obtained by allowing Eht 
t o  vary i n  the solution t o  (401). This will yield a se t  of values 



i J  

01 < : 3 f  : ’unc t i cn  ( i’ I ’  . l’hc u l t i m t e  mininun r r cb -b i s  i t y  LT’ 

errrj+* ‘ ignal can bc o b t A  inc ; : t ccwh vs lce  0, :,igna 1 -tc-noisc rkt; c 

by rcr:’ormain@; B tra c-c!’i‘ b c t ~ ~ e e n  J3 a n i  cn the  :‘?miby of crrves 

!?I .  tTl.obebility P; eiw,r  i n  Figure 3-1. 

‘h \ 

:I ‘“h t 

I n  order t o  t:&ke acivmtage of  s y m e t r y ,  the  t r ansmi t t ed  signal. 

i. :.hifte:i i n  time such t h a t  s ( t )  occurs  on i -L ,LI  where 

L = T I P  ( 4 . 2 )  

Cvnsequently the  channel output  z ( t ) ,  w i l l  be observed on [ -L,3LJ f o r  

these  physically r e a l i z a b l e  channels of  u n i t  memory. Af t e r  t h e  s o l u t i o n  

for  an optimcm s i g n a l  i s  obtained,  s ( t )  

and l i k e w i e e  z ( t )  onto i 0 , 2 T ! .  

The energy out  of t he  channel can 

m 

Eo = z Z ( t )  d t  
-m 

z (t)  d t  

where 

I n  t h e  frequency domain ( 4 . 3 )  becomes 

m 

= Z ( f )  Z * ( f )  df 
-m 

** 
m 

= J Cs(f) H ( f ) ]  [s*(f) H*(f ) l  d f  
-m 

can be s h i f t e d  back onto 1 0 , T j  

be expressed a:: 

-L < t c: 3L - -  
otherwise 

( 4 . 3 4  

(4.  j b )  

(11.4) 

I 
* I  

I 



where the * represents complex conjugate. Employing the Fourier 

integral ,  (4.4b) can be rewritten as 

Assuming the order of integration i s  arbi t rary,  (4.52) can be replaced by 

where 

L 
= S(t)s(T) %(tyT) d T  d t  
-L -L 

is a symmetric f b c t i o n a l  and H(f) i s  the t ransfer  function of the 

channel. 

The energy in to  the channel is given by 

Ei = sr s 2 ( t )  d t  

Figure 2-2 describes the head and ta i l  of a s ignsl  out of a 

channel. Head-tail cross-correlation energy is  defined as 

Eht = r z ( t )  z(t+ilL) d t  
-L 

(4.6a) 

(4.6b) 

(4.7) 

(4.8) 

From (4.4) and employing the causal pruperty of the impulse response, 

(4.8) can be rewrit ten as 
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L L L  
E& = iL s(~)s (x>h( t -~ )h ( t+2L-x)  dTdxdt (4 9 4  

-L -L - 
Interchange the dummy variables x and t i n  order t o  obtain a form 

similar t o  (4.5d). Assuming tha t  the order of integration i s  arbitrary,  

(4.9a) can be rewritten as 

In order t o  form a symmetric kernel i n  the f i n a l  solution, ( 4 . 9 )  can be 

expressed as one-half the sum of two integrals  where the second i s  iden- 

t i c a l  t o  the f irst  except for  an interchange of dummy variables t and 7. 

Hence , 
L L  L - s ( t ) s (T)  { $ J P(x-T) h(x+2L-t) 

Eht - jL 1, -L 

+ h(x-t)  h(x+2L-~)] d x }  dTdt 

= f s( t )s(T)  I$(t,T) d Z  d t  
-L -L 

where 

(4. loa)  

(4.10b) 

(4 l l a )  

i s  a summetric f'unctional fo r  r e a l  h ( t ) .  

h ( t )  are  emphasized for those who integrate  (he l lb ) .  

The causal properties Of 

The f i na l  formulation of the var ia t ional  problem with two con- 

straints can be expressed by employing ( 4 . 5 ~ ) ,  (4.7) and (4.lOb) i n  

(4.1), as 
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By cmbining integrals  (4.12) becomes 

L 
Max {I(s) = r & d s ( T )  K ( t , T )  d T  - h l s2 ( t ) ]  d t  } 
S -L '-L 

where 

K(t,T) = K ( 7 , t )  

d t  

(4.12a) 

(4.12b) 

4.3 Solution i n  Terms of Maxinnun Eigenvalue and Corresponding. 
Eigenvector of a Symmetric Integral Operator 

Suppose s i n  (4.12b) i s  the actual maximizing f'unction. Now 

By making the choose any arb i t ra ry  function I3 and any constant e .  

following substi tution 

s - s + s B  (4.14) 

and applying this first variation17 t o  (4.12b), a function of c i s  formed 

fo r  an assigned s and 

Then a necessary condition18 for  a maximum i s  

(4.16) 
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Applying t h i s  condition t o  (4.15) yields 

Since K(t,r) i s  symmetric 

+ p o l l  

and (4.16) reduces t o  

For an arbitrary B, the bracketed coefficient of f3 i n  (4.19) must 

vanish identically on the interval  [-L,L]. Hence, the f i n a l  form 

for  the optimum signal which maximizes (4.1) i s  

(4.20a) 

(4.20b) 

The real ,  symmetric kernel of (4.20) i s  given by (4.6b), (4.11b) and 

(4.13b) as 

- -  X2 rLh(x-7) h(x+2L-t) + h(x-t)  h(x+2ET)] dx (4.21) 
-L 

and 

L = T/2 (4.22) 
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I 

where T is  the length of transmitter pulse as w e l l  as the assumed 

length of the channel impulse response. Equation (4.20b) shows the 

optimum signal is given as an eigenfunction of a symmetric in tegra l  

operator. 

g ra l  equation of the second kind. 

solving this class  of equations. 

be obtained only i n  special  cases, such as the example i n  section 4.4. 

A numerical method f o r  solving th i s  c lass  of equation for an a rb i t r a ry  

channel i s  given i n  Appendix B. 

Equation (4.20) i s  also commonly known as a Fredholm in te -  

Several methods are available18 for 

However, solutions i n  closed form can 

In  order t o  completely specify the optimum signal, a method must 

be determined f o r  specifying the Lagrangian mult ipl iers  A1 and A2. 

A t  least one real eigenvalue solution t o  (4.20b) exists18 since the ker- 

nel  i s  rea l ,  symmetric and continuous. Generally there are in f in i t e ly  

many eigenvalues, each corresponding t o  an eigenfunction defined within 

an a rb i t r a ry  multiplicative constant. In  exceptional cases , a given 

non-zero eigenvalue may correspond t o  a t  most a f i n i t e  nmberlg of 

l i nea r ly  independent eigenf'unctions. 

non-zero eigenvalue does not correspond t o  a unique eigenf'unction, then 

physical reasoning must be applied t o  se lec t  the desired eigenfunction. 

Since i n f i n i t e l y  many eigenvalue solutions t o  (4.20b) may exist, the 

problem i s  t o  determine which one w i l l  ultimately maximize (4.1). F i r s t ,  

consider the input energy t o  the channel for  an opthum signal, obtained 

by multiplying (4.20b) by s ( t )  and integrating over the specified inter-  

val, i.e., 

18 

18 

In such cases when a dis t inc t ,  
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X I E i  = A1 $: s2(t )  d t  

e s ( t )  S(T) K(t,T) dTdt 
J J  -L -L 

Secondly, consider the equivalent form of (4.1) obtained by equating 

(4 , l )  and (4.12b), i .e . ,  

L - hlEi - X2Eht = J s( t )s(T)  K ( t , T )  dTdt 
EO -L -L 

(4.24) 

Now, by employing (4,23) for  the optimum signal, i n  the right hand 

side of (4,24), it can be se t  t o  zero and the following equation is 

obtained when the optimum signal i s  exnployed i n  (4.241, namely, 

Hence, (4.25) shows that the energy out of the channel w f l l  be ulti- 

mately maximized by choosing the la rges t  eigenvalue and corresponding 

e i g e n h c t i o n  for  (4 ., 20b 1 

Equations (4.20) and (4.21) show that  A1 i s  determined by the 

kernel which is a function of X2'  Hence, f o r  each value of X 2  8 new 

maximum and opthum signal W P l l  be obtained. From (4.31, ( b o k )  

and (4.20a), Eo can be calculated as a f'unction of X 2  by 
1 

-L -L -L 
(4 e 26) 

Likewise, from (4.9a) and (4.20a), E& can be caculated as a f b c t i o n  
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By normalizing Eo t o  Ei, the signal efficiency is  defined as 

7 \ e -  EO 

Ei 

and 

Eo = 
Ei=l 

For the special  case of h2 = 0, Chalk 3 showed that the eigenvalue 

X1 i s  ident ical ly  the signal efficiency, i.e., 

c; 

The normalized head-tail cross-correlation i s  defined as 

Eht 
EO 

P = -  

(4.288) 

(4.28b) 

(4 .28~)  

For comparison purposes Ei can be a s m d  t o  be unity; then he can be 

varied i n  the kernel of (4.208) and a curve computed showing Eo 

versus p. 

nation of Eo and p can be selected which ultimately minimizes probabili ty 

of e r ro r  at  a specified signal-to-noise ra t io .  

and p specify the optimum signal t o  be transmitted at  th i s  value of 

signal-to-noise ra t io .  

F ~ n n  Figure 3-1 for probability of error,  the final combi- 

This cab ina t ion  of Eo 

This procedure must be repeated for each value 

of signal-to-noise r a t i o  considered. 

section 4.5 and Chapter V. 

research, the range of relevant values of 

This procedure was applied i n  

For the specific channels considered in th i s  

are given by 2 



4.4 Case Study: First-Order Channel 

An RC-lowpass channel i s  considered i n  t h i s  section i n  order t o  

make an analytical comparison w i t h  other research1> 

i s  one physical interpretation of 8 first-order channel, 

form of the optimum signal i s  derived here and the system performance 

i s  given i n  section 4.5. 

This channel 

The analytic 

The impulse response i s  given by 

b o  , t < O  

where 

1 
RC 

a = -  

Also the transfer function i s  given by 

a 
H ( f )  = a+j2af 

Substituting (4.32) in to  (4 6b) and integrating yields  

Likewise substituting (4.3la) i n t o  k . l l b )  and integrating yields 

' L S  t, 7 5 L 

(4.32) 
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>:here the kernel i s  

K ( t , T )  = K l ( t , T )  - 1 2 2  K [t,T) (4.35) 
I 

By substi tuting (4.35) in to  (4.20a) and expanding the integral, the 

following form i s  obtained. 

Differentia.tion with respect t o  t w i l l  be indicated by a prime. 

Now, d i f ferent ia t ing (4.36) with respec I; t o  t twice yields 

K i ( t , T )  = (r 2 I<l(t,T) , t <, 'c 

?(t,T) = 0 2 K2(t,T) 

and from (4.34) 

Substituting (4.38) and (4.39) back i n t o  (4.37) leaves 

(4 39) 
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I 

(4.40) 

and on substi tuting (4 e 2Oa) yields a second-order d i f f e ren t i a l  equation, 

i .e . ,  
2 1  s " ( t )  + a (- - 1) s ( t )  = 0 
I1 

(4.41) 

Since (4.41) represents a physical system, it i s  satisfied by 

the form * 
s ( t )  = Ae + A e 9 - L < t < L  (4 42a) S l t  * It 

- -  
where 

s1 . j a / t - l  
I 

* s1 = - s1 

(4,42b) 

(4,42c) 

In order t o  insure a desired degree of approximation t o  adjacent 

I 

baud overlap, at most, the channel damping factor -- a should be nor- 

malized t o  the pulse length and r e s t r i c t ed  t o  

(4.43) 

where T i s  the pulse length, Also, the signall ing ra te  was assumed t o  

be 1 / T  i n  Chapter 111, I n  order t o  evaluate system performance for  

un i t  channel memory i n  the next section, 01 was assumed t o  be 

a = -  2 (4.44) 
T 

The accuracy of the assumption of un i t  memory can be increased by 

simply increasing a. 

The eigenvalue -- A1 and A can be determined by subst i tut ing 

(4.42a) back in to  the in tegra l  equation (4.20) and equating similar 
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terms. That is, A can be determined within a multiplicative constant. 

This constant w i l l  be specified by specifying a par t icu lar  value of Ei. 

In Appendix B, an algorithm fo r  numerically solving the integral  

Since t h i s  equation i n  (4.20b) i s  described for  an a rb i t ra ry  channel. 

general numerical method was developed, it WBB used t o  solve fo r  the 

msxirmrm eigenvalue and the form of s ( t )  for  the RC channel above. 

procedure was iterated fo r  a range of values of X 

This 

For an arb i t ra ry  2' 

the form of s ( t )  was a truncated half  cosine wave with phase s h i f t  
l 2 7  

determined by X2'  For X2 = 0, the phase shift  was zero, yielding the 

3 same form that Chalk obtained for maximizing energy transferred through 

an RC channel. 

4.5 System Performance for  Jointly Optimum Waveform and Receiver with 
First-Order Channel 

In order t o  determine the optimum pai r  of values of Eo and p 

which are a t ta inable  fo r  a specified channel, X2 w a s  varied i n  (4.20a). 

This procedure generated the values plotted i n  Figure 4-1. The values 

i n  Figure 4-1 were computed numerically by a program developed fo r  experi- 

mental channels and described in the block diagram of Figure 5-1. 

Figure 4-1 shows the e f fec t  on signal efficiency -- 9, of reducing p i n  

optimum signals on a f i rs t -order  channel. 

7 and p fo r  a rectangular pulse of  T seconds duration, i n t o  the same 

channel i s  sham i n  Figure 4-1 also. For this par t icular  RC channel 

(a = 2/T), the opthum signal for maximum energy t ransfer  (p uncon- 

The corresponding value of 

s t ra ined) ,  is prac t ica l ly  a rectangular pulse, 

s l i g h t l y  more energy than a rectangular pulse. 

Hence it transfers  jus t  

Chalk shared that i n  3 

the  l i m i t  as 0 4 QD the optimum signal fo r  maxbum energy t ransfer  becomes 
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I- 

Figure 4-1. RC Channel Output Characterist ics 
For Opthum Signal 

rectangular. The merit of signal design becomes more apparent when p 

i s  constrained such as i n  curve number two of Figure 4-2, 

Now, i n  order t o  select  the optimum signal t o  use, a signal-to- 

noise r a t i o  must be selected for  the system under consideration t o  

operate around. 

8 db was selected. 

To i s  the optimum signal efficiency and %Ei is the channel output 

energy fo r  the optimum signal. 

For comparison purposes i n  Figure 4-2, %Ei/N, of 

Ei i s  the channel input energy fo r  all systems, 

For t h i s  par t icu lar  channel, a d i f fe ren t  

selection of ToEi/No would not change the select ion of the optimum 

signal significantly since 7 drops off SO sharply with p l e s s  than 0.25. 

This leads to  e n  optimum signal selection of charac te r i s t ics  (To = 0,598, 

p = 0.250). In  contrast, the rectan@;ular pulse charac te r i s t ics  are  
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1 

10-1 

t 
P 

e 10-3 

7 = 0.600, p = 0.288. 

4. Rect. Pulse and Correlation Rec. -- 
7\ = 0.600, p = 0.288, a = 0.69. 

2 4 6 8 10 

ToEi/No i n  db L 

12 

Figure 4-2. Comparison of Joint ly  O p t i m u m  Transmitter 
and Receiver Perfoxmance for RC Channel 
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(7 = 0,600, p = 0,288), The reduction i n  p pays off by a factor  of 

0.2db i n  signal-to-noise ra t io ,  when used with an optimum receiver. 

This i s  demonstrated by curves two and three i n  Figure 4-2. O f  course, 

i f  the optimum pulse were employed with a standard correlation receiver 

i n  place of a rectangular pulse, then the relat ive improvement would be 

much more significant since the standard receiver i s  much more sensit ive 

t o  p. 

employed with a standard correlation receiver whose performance i s  

given by (3.18), 

performance when the signalling r a t e  i s  reduced such tha t  no overlap 

of received signals occurs. 

Curve four shows the system performance of a rectangular pulse 

Curve number one shows the optimum signal and receiver 

Curves  one, two and four show that by employing a jo in t ly  opthum 

transmitter and receiver at  7\QEi/No = 8 db, the e f fec t  of intersymbol 

interference has been reduced from 4 db t o  approxfnately 0,5 db i n  

signal-to-noise r a t i o  for  an RC channel, 
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CHAPTER V 

OpTl24UM SIGNALS FOR EXPERIMENTAL C " E L S  BY NUMERICAL METHODS 

5.1 Introduction 

This chapter considers experimental channels and offers a numeri- 

cal procedure for obtaining optimum waveforms when the impulse response 

is available only in sampled form. 

is specified by a functional form, then it can be sampled and this 

method applied. 

(1) to demonstrate 

mental channels where the impulse response is specified by a set of 

samples, (2) to demonstrate that %ptimm" signals can be generated in 

a piecewise approximation sense and (3)  to show an improvement i n  per- 

formance with "optimum" signals by transmitting the "optimum" signal. 

and a rectangular pulse through the channel, computing 7 and p, and then 

ccanparing probability of error curves. 

Of course, if an impulse response 

The purpose of the research in this chapter is: 

that opthum signals can be obtained for experi- 

In order to demonstrate that optinrum signals can be obtained 

numerically for non-lumped-parameter, experimental channels, experi- 

mental data representing the impulse response of a telephone channel 

is submitted to this numerical procedure which produces the optimum 

signal. 
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5.2 Numerical Program f o r  Optimum Signals 

Figure 5-1 is a block diagram of major operations contained i n  

a computer program used t o  solve for  opthum signals when supplied an 

impulse response i n  sampled form. This program a l s o  computes channel 

output character is t ics  (7, a, p )  as a fbct ion of A 2 

mult ipl ier  representing a constraint on p. 

se lec t  the ultimate optimum signal fo r  a specif ic  signal-to-noise 

r a t i o  without making many experimental runs on the channel, 

gram i s  discussed i n  d e t a i l  by Quincy i n  reference 23. 

used t o  solve the integral  equation i s  discussed i n  Appendix B. 

-- the Lagrangian 

This makes it possible t o  

This pro- 

The algorithm 

This program can a l s o  be entered at  point 5 and 7 with experi- 

mental data on channel input and output waveforms, t o  calculate channel 

output character is t ics .  

5.3 Ewr imen ta l ly  Simulated Second-Order Channel 

Figure 5-2 shows an RLC network used t o  simulate a lossy second- 

order channel of memory M & 1 where the transmitted signal duration is  

T = 0.001 second. 

damped impulse response shown i n  the photograph of Figure 5-3. The 

measured hpulse response was scaled t o  account fo r  not applying a 

The component d u e s  were chosen t o  yield the under- 

u n i t  

5.4 

area pulse i n  making the response measurement. 

Experimental Input-Output Waveforms fo r  Experimental Second- 
Order Channel 

Figure 5-4 i s  a photograph of a piecewise-approximation t o  an 

optimum waveform transmitted in to  the RLC channel and the corresponding 

output waveform. This par t icular  optimum signal was selected t o  generate 

i n  a piecewise approximation sense a f t e r  studying the RLC channel output 
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character is t ics  i n  Figure 5-6, 

optimum signal can be obtained with l p l  .e 0.1 and no s ignif icant  loss 

i n  energy transferred. 

were sampled and data processed as shorn i n  Figure 5-1. 

yielded values of 9 = 0,165 and p = - 0.0748 f o r  the experimental o p t i m  

signal. 

mance of t h i s  signal w i t h  the optimum receiver i s  essent ia l ly  the same 

as with no intersymbol interference. Performance is discussed i n  more 

d e t a i l  i n  the next section. 

mental rectangular pulse in to  the RLC channel of Figure 5-2 and the 

corresponding output waveform, 

as shown i n  Figure 5-1. 

9 = 0.114 and p = .. 0.497. 

These character is t ics  show tha t  an 

The experimental input-output optimum waveforms 

This processing 

The magnitude of p i s  suff ic ient ly  small such tha t  perfor- 

Figure 5-5 is a photograph of an experi- 

These were both sampled and data processed 

This yielded channel output character is t ics  of 

PO00 0 l h  0.25 @f 

0 I- 

Figure 5-2 D Experimentally Simulated Second-Order Channel 
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Figure 5-3. Experimental RLC Channel Impulse Response 

Figure 5-5. Experimental Rectangular Pulse Input-Output Waveforms 
for RLC Channel 
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5.5  Performance Comparison of Optimum System fo r  Experimental 
Second- Qrde r Chamel 

Figure 5-6 shows the output character is t ics  fo r  opthum signals 

The values of 7\ and in to  the experimental RLC channel of Figure 5-2.  

p were obtained numerically by supplflng the computer program shown i n  

Figure 5-1 with sampled values of the fmpulse response shown in the 

photograph of Figure 5-3.  

were supplied t o  the program which computed a p a i r  of values of 7\ 

and p for  each h Z e  

a part icular  p a i r  of values of 7\ and p and 

signal t o  be experimentally generated i n  section 5.3.  

Then a range of values of h2 for  lh,l 5 1 

This curve, re la t ing 7\ t o  p, was used t o  se lec t  

the corresponding optimum 

O o 2 0  
Recte Pulse: (n = 0,112 ) 
p = -0.488 

L I I 

-0.15 -0. PO -0005 

P = E&o 

Figure 5-6. Experimental RLC Channel Output Characterist ics 
fo r  Optimum Signals 

The values of = 0.112 and p = - 0,448 shown i n  Figure 5-6 

for  a rectangular pulse in to  the RLC channel were obtained by numeri- 

ca l ly  convolving a theoret ical  rectangular pulse with the RLC impulse 
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I - 1. Opt. Signal and Opt Rec. -- 
7 = 0.165, p = - O,O'i"+8. 
0 

Same curve i f  signalling rate  
reduced by Z so no intersymbol 
interference with T = 0.165, 

0 - p = o .  

- 2. Rect. Pulse and Opt. Rec. -- 
= 0.114, p = - 0 .44 .  

3. Rect. Pulse and Correlation Rec. -- 
= 0,114, p = - 0.497, a = 0.550. 

t 
r\ E./No i n  db - 
0 1  

10 12 

Figure 5-7. Performance Comparison of Jointly Optimum Transmitter 
and Receiver for  Experimental RLC Channel 



response and data processing t h i s  as shown i n  Figure ?-le 

The joint ly  optimum transmitter signal and optimum receiver are 

compared on a performanee b a s h  i n  Figure 5-7 w i t h :  

pulse w i t h  optimum receiver and ( 2 )  rectangular pulse with standard 

correlat,ion receiver, 

systems, the energy in to  the channel i s  s e t  equal for  all systems. 

Performance i s  given in terns  of ‘J input energy and noise power a t  

the receiver input where QoEi i s  the optimum s igna l ’s  channel output 

energy. 

of probability of  e r ror  curves, re la t ive  t o  the lowest curve. 

number one represents the jo in t ly  optimum experhenta l  signal and optimum 

receiver w i t h  parameters (To = 0.165, p = - 0,0748), This was determined 

from Figure 3 - l t o  be essent ia l ly  the same performance as the opthum 

signal and optimum receiver wi th  no intersymbol interferenceo 

s i tuat ion would occur i f  the signall ing r a t e  were reduced by more than 

50 percent. 

curves i n  Figure 3-1 and represents performance of the experimental 

rectangular pulse w i t h  the optimum receiver fo r  parameters ‘(T = 00114, 

p = - 0,497). 

(1) a rectangular 

I n  order t o  compare overall  communications 

0’ 

The efficiency is then accounted for  by horizontal t ranslat ion 

Curve 

This 

Curve number two was obtained by an extrapolation of the 

It was translated t o  the r igh t  by 

1 0  log (0,165/0,114) = 1,61 db 

t o  account for the lo s s  i n  signal efficiencyo 

sents the performance of the experimental rectangular pulse with the 

standard correlation receiver (threshold optimized f o r  intersymbol 

interference), whose performance i s  described by (3.187), f o r  parmeters  

(‘J = 0.114, p = - 0.4%’). 

Curve number three repre- 

This curve was a l s o  t ranslated t o  the r igh t  



by 1.61 db t o  account fo r  loss i n  signal efficiencyo 

In compariw curves one and two, an improvement 0, approximately 

3 db i n  signal-to-noise r a t i o  i s  realized i f  the optimum signal is used 

i n  place of a rectangular pulse with the optimum receiver. 

curves one and three, the performance of the correlation receiver i s  

so poor t h a t  a comparison i n  terns of signal-to-noise r a t i o  cannot be 

made. However, a~ improvement i n  probabili ty of e r ror  by a factor of 

2.7 t o  7 x 10 (depending on the signal-to-noise r a t i o )  can be realized 

by using the jo in t ly  optimum communication system i n  place of a rectan- 

gular pulse and standard correlation receivero 

In camparing 

3 

CUP= one represents the jo in t ly  optbum system as w e l l  as the 

optimum signal employed a t  half  the signall ing rate (no intersymbol 

interference) with a standard correlation receiver. 

in data ra te  by a factor  of two can be realized with equal performance 

by using a jo in t ly  optimum communication system i n  place of using the 

opthum signal and standard correlation receiver w i t h  the signall ing 

r a t e  reduced by one-half to Freven% pulse overlap, 

improvement i n  data ra te  with performance improved by 1.61 db could be 

realized i f  a rectangular pulse had been employed with the correlation 

receiver i n  the preceding sSatement, 

5.6 -Experimental Data 

Heme, an improvement 

The factor  of two 

Figure 5-8 shows the impulse response of a telephone channel 

obtained by nuaerieally transforming freq-dency domain data compiled by 

Alexander , e t .  al, Their data was given i n  terms of re la t ive  attenua- 

t i o n  and re la t ive  envelope delay. 

20 

It represented an average of many 



measurements made Q I ~ .  short haul l i nes  (4 links N car r ie r ) ,  

cular dataused was bandpass frm 130 eps t o  3200 cps w i t h  quadratic 

envelope delay centered i n  the band. 

The par t i -  

The impulse response" in Figure 5-8 drops i n  magnitude by a 

factor of 10 at approximately 3.5 milli-seconds. 

considered i n  t h i s  research are these tha t  yield adjacent baud overlap, 

the memory i s  said to be unity and T i s  taken t o  be 3.5 ms.  Thus, an 

input pulse of duration T = 3.5 ms  w i l l  be approximately 2T = 7 m s  

duration a t  the charnel output, 

Since the channels 

5.7 Computed Input-Output Optimum Waveforms fo r  Telephone Charnel 

Figures 5-9 and 5-40 show the input and output optfnum waveforms 

respectively, for  the telephone channel charaekrized by Figure 5-8, 

These were computed numerically by the program shown i n  Figure 5-1 and 

were used i n  computing performance shown in Figure 5-U0 

5.8 Computed Rectangular Prnlse Output Waveform f o r  Telephone Chamel 

Figure 5-11 shows an input rectangular pulse of duration 3.+5 m s  

and the corresponding telephone chamel output pulse of' duration 7 ms. 

The output pulse was computed ~ ~ ~ m e r f c a l l y  by the program shown in 

Figure 5-1 and used in computing performance for Figure 5 - U 0  

5.9 Performance Comparison of Opt imum System fo r  Telephone Channel 

Figure 5-12 shows the optbum signal output character is t ics  for  

the telephone charnel. The curve was generated by the same method as 

----. * 
Note tha t  i n  a l l  cmputer plots,  jplBIps are usually caused by quantized 
plot t ing rather than discont inui t ies  i n  the data., 
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Figure 5-6. 

energy transfer occurs a t  a p close t o  zero for th i s  practical channel. 

It is interesting t o  note froan Figure 5-12, that  maximum 

The jointly optfmum transmitter signal and iptinnrm receiver are 

compared on a performance basis in  Figure 5-13 with: (1) a rectangular 

pulse with opthum receiver, (2) rectangular pulse with standard 

correlation receiver and (3 )  rectangular pulse followed by bandpass 

inverse f i l t e r  with standard correlation receiver, I n  order t o  compare 

P = 

Figure 5-12, Telephone Ghannel Output Characteristics 
for Optimum Signal 

overall communication systems, the energy into the channel is se t  equal 

for all systems. 

energy as i n  Figure 5-70 

Figure 5-7, by horizontal translation of receiver probability of error 

curves, relative t o  the lowest curve. 

The signal-to-noise ra t io  i s  related t o  the transmitted 

Signal efficiency is  accounted for as i n  



2. Rect. P u l s e  and Opt. Rec. -- - 7\ = 0.0164, p = - 0.493. 

3. Rect. Pulse followed by Bandpass 
Channel Inverse F i l t e r  and Corre- 
la t ion  Rec. -- ll = 0.0202, 
p = - 0.417, a = 0.672. 

- 4. Rect. Pulse and Correlation Rec. -- 
7\ = 0.0164, p = - 0.493, a = 0.527. 

1 c  
lo-5l I I I I I I I 

2 4 6 8 1 

ToEi/No i n  db ,-b 

Figure 5-13. Performance Comparison of Jo in t ly  Optimum 
Transmitter and Receiver for  Telephone Channel 

1 
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Curve number one represents the jo in t ly  optimum signal and 

optimum receiver with parameters (% = 0,196, p = Oo0l72), 

t h i s  signal transfers maximum energy. This was determined from Figure 3-1 

t o  be essent ia l ly  the same performance as the opthum signal and optimum 

receiver with no intersymbol interference which would occur i f  the sig- 

nall ing rate  were reduced by at least  50 percent, Curve number two 

was obtained by an extrapolation of the curves i n  Figure 3-1. It 

represents performance of the experimental rectangular pulse with the 

optimum receiver for  parameters (7 = 0.0164, p = - 0.493). The receiver 

performance curve was translated t o  the r ight  by 

Note that  

10 log (0.1%/0.0164) = 10,8 db 

t o  account for  the loss i n  signal efficiency, compared t o  the optimum 

signal. Curve three represents the performance of an inverse f i l t e r ing  

system27 using the standard correlation receiver whose performance i s  

given by (3.18), A bandpass (130 t o  3200 cps) inverse f i l t e r  is  used 

a t  the transmitter t o  pre-distort  the rectangular pulse i n  an attempt 

t o  cancel the dis tor t ion or smearing characterist ics of the channel 

which also has the same bandpass, For comparison purposes, the energy 

out of the inverse f i l t e r  i s  considered t o  be the channel input energy. 

The received pulse i s  more nearly rectangular than the system without 

an inverse f i l t e r ;  however, there i s  s t i l l  an overlapping ta i l  caused by 

the bandpass characterist ics.  Considerable energy is  l o s t  from the 

rectangular pulse due t o  the bandpass characterist ics.  

signal parameters fo r  t h i s  system were (7 = 0,0202, p = - 0.417, 

a =E 0.672) which i s  not significantly different from the parameters of 

The transmitted 
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the rectangular pulse wfthout em inverse f i l ter ,  

the performance of a rectangular pulse with the above standard correlation 

receiver (threshold optimized fo r  intersymbol interference ) fo r  para- 

meters (1\ = 0,0164, p = - 004939 a = 0,527), 

la ted t o  the r igh t  by 1008 db t o  account fo r  loss i n  signal efficiency, 

In  comparing the three curves of Figure 5-13$ the opthum system 

Curve four represents 

This curve was a l s o  trans- 

shows over 1 2  db improvement i n  terns  of signal-to-noise ratio,  cam- 

pared t o  the sub-opthum systems, In terms of probability of error, 

the optimum system shows factors of improvement ranging from 3.3 t o  

5000 (depending on the signal-to-noise r a t i o )  when compared t o  the 

rectangular pulse with optimum receivero The optimum system shows even 

greater factors of improvement i n  probability of e r ror  when compared t o  

the other two sub-optimum systems, 

Since curve number one also represents the no intersymbol inter-  

ference case, it shows that a factor of two improvement i n  data ra te  can 

be achieved by the jo in t ly  opthum system plus an improvemnt of 1008 db 

i n  performance when compared t o  the rectangular pulse with standard 

correlation receiver at half  the data rate (no pulse overlap ease)@ 
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CHAPTER VI 

CONCLUSIONS 

6.1 Sunmary and Conclusions 

The bayes, zero-memory receiver structure and formulation of 

probability of e r ror  are given for binary channels with M bauds of 

memory. Then the memory i s  res t r ic ted t o  unity (adjacent baud over- 

l ap )  i n  order that the probability of e r ro r  could be numerically in -  

tegrated f o r  the non-linear, optinrum receiver. 

as large as 0.3, the optimum receiver performance at  a signal-to-noise 

r a t i o  of 10 db, is withing 0.6 db of the standard correlation receiver 

performance for  no intersymbol interference. For optimum signals with 

I p i  

to-noise ra t io ,  i s  essent ia l ly  the same as the standard correlation 

receiver performance for  no intersymbol interference. 

An equivalent cr i ter ion t o  mininun average probability of e r ror  

For signal with l p l  

0.1, the optimum receiver performance a t  all values of signal- 

i s  derived for signal design from the curves f o r  probabili ty of error. 

This optimum signal cr i ter ion is: 

through the channel while (2) constraining the cross-correlation energy 

between the head and t a i l  of the channel output signal. 

signal for  an arbitrary channel i s  given as the eigenfunction correspon- 

ding t o  the maximum eigenvalue of a symmetric integral  operator. 

(1) maximize energy transferred 

The optbum 

I 
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A numerical algorithm i s  given which w i l l  solve the in tegra l  equation 

for  the optimum signal when supplied sampled values of an experimental 

channel impulse response. This was most effect ively demonstrated with 

experimental telephone channel data. 

For pract ical  channels such as the telephone channel, the jo in t ly  

optimum transmitter and optimum receiver performance was shown t o  be 

essent ia l ly  the same as performance fo r  the same signal with a standard 

correlation receiver where the signall ing ra te  i s  reduced by one-half 

t o  eliminate intersymbol interference. Hence, an improvement by a 

factor of two i n  data ra te  with equal performance, can be achieved by 

employing the optimum system, as compared t o  the optimum signal a t  

half  the signalling rate,  w i t h  a standard correlation receiver. If a 

rectangular pulse were used with the standard correlation receiver i n  

the preceding statement, then the opthum system would show and addi- 

t iona l  improvement i n  performance of 10,8 db due t o  the additional 

energy transferred by the optimum signal. 

Since f o r  prac t ica l  channels the jo in t ly  optimum system achieves 

ultimate performance, adding memory t o  the receiver would be of no 

benefit ,  Consequently, the va l id i ty  of zero-memory r e s t r i c t ion  used 

here i s  demonstrated. 

When considering prac t ica l  channels such as the telephone channel, 

where the optimum signal i s  osc i l la tory  i n  nature, I p  

significantly without s ignif icant ly  reducing the energy transferred. 

Consequently, the optimum signal i s  very similar t o  Chalk's3 signal 

which maximizes energy transferred -- except for  primarily a phase 

s h i f t  which reduces ] P I .  

can be reduced 

Also, Chalk3 showed t h a t  7 f o r  his signal 
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(A2 = 0) i s  given by the maximum eigenvalue of the integral  equation 

representing his signal. Consequently, th i s  eigenvalue can be used 

as the l e a s t  upper bound on 1\ fo r  other values of 2. 

The joint ly  optimum transmitter and optimum receiver developed 

i n  t h i s  research, possess 

which eliminate intersymbol interference and consequently do not t ransfer  

maximum energy. 

t o  overlap, keeping the energy transferred within 0.1 db of the maximum. 

Harever, f o r  pract ical  channels, I p I  is made suff ic ient ly  s m a l l  t o  

eliminate the ef fec t  of intersymbol interference ., 

and advantage over systems employing signals 

In th i s  research the channel output signal i s  allowed 

Since the formulation of the optbum signa3 does not r e s t r i c t  

the channel memory when X2 = 0, the numerical methods employed here can 

be used t o  design signals f o r  m a x h  energy t ransfer  in other systems 

w i t h  a rb i t ra ry  memory channels. 

For pract ical  channels and the joint ly  optimum transmitter and 

receiver, l p l  i s  usually quite s m a l l  ( less  than 0.1). Consequently, 

i n  a pract ical  s i tuat ion a trade-off might be desired between receiver 

coanplexity and system performance. If the signals are designed for  

p = 0 (orthogonal head-tail), then the opthum receiver reduces from a 

four-branch non-linear receiver t o  a two-branch l inear  correlation 

receiver with observation period [0,2T]. 

can only be done a t  the expense of less energy transferred through the 

channel. 

Ip1  i n  conjunction with a two-branch l inear  correlation receiver having 

observation period [o,2T] and parameters optimized for  intersymbol 

interference. In  general, receiver performance have t o  be sacrificed 

In general, forcing p -. 0 

Another possibi l i ty  i s  using the optimum signal with s m d l  
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for  receiver simplicity, However9 for the telephone channel maximum 

energy transfer signals exhibited SpI suff ic ient ly  close t o  zero such 

tha t  a two-branch l inear  correlation receiver could be employed with 

the optimum signal a t  no s ignif icant  reduction i n  system performance. 

Performance comparisons of the optimum receiver and jo in t ly  op- 

t i m u m  system were made with other sub-optimum systems i n  order t o  

provide a feeling for  the range of improvement attainable w i t h  the 

optimum systemso No attempt was made t~ f i n d  the best sub-optimum 

system, out of the multitude which ex is t ,  with which t o  compare the 

optimum systems, However, it should be noted tha t  the systems presented 

i n  t h i s  research have the best  theoret ical  performance of any systems 

employing the assumption used here. 

6.2. Recommendations fo r  Further Studx 

Throughout t h i s  research the channels were assumed t o  be known 

and time-invariant. A natural  evolution of t h i s  work would be t o  con- 

sider unknown channels where the h p u l s e  response i s  not specified and 

must be determined by the system. A n  adaptive system wi th  a feed-back 

channel should be consideredo An estimation procedure could be employed 

a t  the receiver t o  "learn" the impulse response from the received signal 

plus noise, given a p r i o r i  knowledge of the transmitted signal waveform. 

This information could then be fed back t o  the transmitter t o  up-date 

the optimum signal. 

The next problem t o  be considered i s  the time-variant channel and 

then the combined problem of unknown and time-variant channel, Finally, 

the random, time-variant channel should be investigated. 
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Another major assumption employed i n  the la t te r  par t  of this 

research is  that the channel memory i s  res t r ic ted  t o  adjacent-baud 

overlap. Possibly t h i s  work could be extended t o  M > 1, However, 

establishing performance f o r  M = 1 was extremely d i f f i c u l t  and fo r  

M > 1 the problem would surely be formidable i f  a bayes receiver i s  

employed. 

Another possible extension of this problem would be t o  consider 

m-ary signall ing instead of the binary signall ing used throughout t h i s  

research. 
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t 

Equation (3.14), which expresses the average probability of 

e r ror  for  adjacent baud overlap, i s  expanded i n  t h i s  appendix t o  a 

form amenable t o  numerical integration. Equation (3.14) i s  trans- 

formed such that the first integration appears as the error  function. 

Then the remaining two def ini te  integrations can be performed by any 

integration algorighm such as Simpson's one-third rule. 

Transforming the gaussian variables i n  (3.14) t o  zero-mean 

variables yields 

14 11 -11 
- wJ Y j  = wj 

11 lL* -lL 
- w3 Y3 = w3 

where 

= f(Wl 1L , Wii) 
w3 

(A. l a )  

(A. l b  ) 

(A. IC ) 

Since only the means w e r e  changed, the covariance remains unchanged. 

By employing transformation (A.11, (3.14) can be rewritten as 

(A. 2a) 



where 

The quadratic form of (A.2b) can be expanded as follows 

m 3 3  

where 

i=1 j=l 

= (YiA 

2 2  

+I c 
i=1 j=l  

-1 i 3  'hw = hij3 , Q, = cu 3 

2 Now let 

and 

i, 3 = 1, 2 

Substituting (A. 5 )  into (A. 3b) fields 

rn 2 2  

(A. 2b) 



Now P can e 

P =  
e 

be expressed as 
2 2  -- 

L * 

dzl QdY2Ql 

Consider the integrat ion on z f i r s t  (A. 8) 
Le 

(A. 10) 

then 

(A. lla) 

2 
2 2 e-u du) (A, l l b )  

(A. l l c  ) 

Subst i tut ing ( A . l l c )  in to  ( A . 9 )  and t h a t  r e s u l t  i n t o  (A.8) yields  



" 

2 2  

(A. 12) 

la,  yl' are dummy variables; therefore, the only dependence on the 'i j 

superscript iJ is  i n  the e r ror  f b c t i o n  argument. 

sc r ip t s  on the y ' s  and expanding (A.12) y ie lds  

Dropping the super- 

2 2  

2 2  

0 Y i  Y j  
4 - 'C 2 z -i3 

-Q) -OD 2fl d= 4=1 

i=l j=1 2 erf  (- E z;a dy2 dY1 

(A. 1 3  ) 

has shown tha t  the f i rs t  term i s  9;  therefore the f i n a l  form 

fo r  Pe i s  
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2 2  

(A. 14a) 
.4=1 

where 

Frm (3.13) and ( A . l )  

(A014c) 

-14 
9 2 -  "2 ) (A. 14d) B = %(e - e  1 + a12(e - e  

-1.4 yl+ 'Yl' "1 

Also f r o m  (3.7) and (3.8) 

c 
J cyj- 02j+ a3j ; 1 = 4; j = 1,2,3 

Now from (3.4) 



74 
" 

The covariance of wtk and wka i s  not a function of k or and i s  

obtained by subst i tut ing ( 3 0 5 )  i n to  (3.7) and evaluating f o r  the 
j 

covariance. The elements of QW are  

EO = 2 N (1 + 2p) 

EO = 2 

0 
Qll 

(1 - a + p )  
0 

Q12 

Eo 
022 = 2 - 

NO 

EO 

=23 0 

EO = 2 - (1 - 2p) 
O33 NO 

= 2 N (a - p )  

and of course 

where Eo i s  defined by (4.26), p i s  defined by (4,29) snd the normalized 

head energy - a i s  defined by 

z 2 ( t )  d t  
-L a =  

EO 
(A. 18) 
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Eo/N0 is defined as “signal-to-noise” ratio, where No is  the noise 

variance 

Equation (A. 1 4 4  was numerically integrated22 t o  determine the 

performance of the Bayes receiver for  adjacent baud overlap and equi- 

probable, bipolar signals. 

Figure 3-1. 

The performance curves are given i n  

From (Ae15), (A.16) and (A017), P can be expressed as a function e 
of only three parameters, L e o ,  



APPENDIX B 

This appendix discusses a numerical method used t o  solve the 

Fredholm equation of the second kind i n  (4,20b) f o r  the maximum eigen- 

value and corresponding optimum signal, This method was developed f o r  

an arbi t rary kernel and hence for  an arb i t ra ry  channel, 

23 fu l ly  computer implemented e The in tegra l  was numerically integrated 

by a rectangular integration ruleo 

It. was success- 

A rectangular rule was chosen i n  

order t o  preserve symmetry. 

a system18 of n equationsd 

eigenvalue and corresponding eigenvector by and i t e r a t ive  technique 

Then n points i n  time were chosen t o  form 

These n equations were solved f o r  the maxhm 
21 

By employing a rectangular integration rule (4,20b) can be 

expressed i n  a l imiting form as 

n 

where 

Then f o r  a par t icular  instant  of time t = ti 

n 
- 

d K ( t i , T . )  S ( T . )  h h l s ( t i )  J J 
j =1 

Let 
s i = S ( t i )  

s = S ( T j )  
j 

k = K ( t i  T 
i j  J '  
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n 

d 1 k2j sj = x1 s2 
j=1 . 

0 0 

n o  

For convenience, the approximate sign i n  (B.2) w i l l  be droppedo Now 

> 

a l inear  system of n equations can be formed by selecting n points 

n i n  time, Le., 

In matrix form (B.4) becomes 

A I S  d K S =  

yielding a discrete eigenvalue problem with symmetric kernel, 

The i t e r a t ive  scheme2' presented here t o  compute the maximum 

eigenvalue and corresponding eigenvector can best be described by the 

following outline 

1. Choose i n i t i a l  vector 

S 

2. Try i n i t i a l  vector as a solution i n  (B,5);  multiply out 

3. Normalize X ( l )  t o  first component and s e t  
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(Bo 8b) 

. 1 

4. Try S ( l '  a s  a solution, multiply out 

(Bo loa)  

6. I te ra te  procedure k times u n t i l  desired accuracy i s  obtained, 

7. Then 

I n  the cases 

t o  within 10 

more than 20 

A I 

studied i n  t h i s  research the maximum eignevalue converged 

per  cent accuracy i n  the th i rd  s ignif icant  d i g i t  with no 

i terat ions.  For example, an eigenvalue of 0,500 i n  the 

kth i te ra t ion  was greater than 0,499 on the k-1 interation. 

(B.4) represents n equations with n+l 'unknowns, the solution i n  (5.lla) 

i s  only determined t o  within an arb i t ra ry  multiplicative constante 

Since 

Af'ter the kernel i s  obtained by integrations on the ianpulse 

response, the number of samples, n x n, required t o  represent the kernel 

were not excessive. 

can be solved for the approximate optimum signal using only I l  samples on 

[-L,L] for  L = O o 5  millisecondso 

did not change s ignif icant ly  by increasing the number of sampleso 

For example, the RC channel kernel i n  section 4,4 

For p rac t i ca l  purposes, the results 
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